
Power Outage Recovery Status
As of May 28, 2012 - 5:40 pm PDT

EMAIL
Delays of up to 12 hours are still being seen on some messages

CAMERA
Oracle down
Portal is up, but some services may be unavailable

CCDB
Online and fully operational to the best of our knowledge

Cell Image Library
Online and fully operational to the best of our knowledge

NIF
Portal is up, but some services may be unavailable
load balancer is bypassed and both neuinfo.org and   have been redirected to nif-apps1www.neuinfo.org
blog is down and the blog box has been removed from the NIF front webpage temporarily to speed loading of the page

NITRC
Butch emailed that noble was down.  It was rebooted and NITRC is online.

WBC
Dave Little reported servers are downdev and stage 

DEV servers (general)
many of the DEV servers at Holly remain down due to problems with their back end storage

Scopes
Gatan 3View, RTS 2000, 3200 EF still down 

As of May 28, 2012 - 1:30 pm PDT

EMAIL
Delays of up to 12 hours are still being seen on some messages

CAMERA
Oracle down
Portal down

CCDB 
Oracle down  => ORACLE FIXED
iRODS down because Oracle is down => iRODS working

NIF
nif-apps[1-2] are down
blog and website are down  =>  websites (neuinfo.org and  ) have been redirected to a maintenance pagewww.neuinfo.org

NITRC
emailed Butch asking for status, no reply as yet

WBC
Dave Little reported servers are down

As of May 28, 2012 - 12:00 pm PDT

No significant change in status in the last 13 hours
EMAIL

Delays of up to 12 hours are still being seen on some messages
CAMERA

Oracle down
Portal down

CCDB 
Oracle down
iRODS down because Oracle is down

NIF
nif-apps[1-2] are down
blog and website are down

NITRC
emailed Butch asking for status, no reply as yet

WBC
Dave Little reported servers are down

http://www.neuinfo.org
http://www.neuinfo.org
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